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Abstract—The COVID-19 pandemic required instructors to 

change teaching modalities, from face-to-face to online. 

Many of these instructors who moved to this modality were 

unfamiliar with teaching online, making it imperative to 

receive course feedback to ensure course delivery was 

effective. Unfortunately, relying upon university-standard 

Perceived Teaching Effectiveness surveys (PTEs) proved 

challenging in an online environment, as response rates and 

student morale were negatively impacted due to the 

pandemic. The present case study assessed alternative 

research-supported methods for soliciting student feedback 

on teaching effectiveness in asynchronous online courses. 

Methods identified to improve response rates and to identify 

areas of teaching to improve/maintain included creating 

course-specific surveys, offering the surveys multiple times 

during the semester, soliciting feedback anonymously, and 

providing extra credit.  

Keywords—faculty development, learning outcomes & 

assessment, reflection, asynchronous learning 

I. INTRODUCTION

Assessing Perceived Teaching Effectiveness (PTE) has 

changed for many higher-education instructors since the 

start of the COVID-19 pandemic, especially those who 

were teaching predominantly in face-to-face teaching 

modalities. In face-to-face courses, faculty often had the 

ability to designate a time in which students could 

complete Perceived Teaching Effectiveness surveys 

(PTEs) if they had not already done so, a practice that has 

been reported to improve responses [1]. In fact, faculty 

tend to prefer administering these evaluations in person 

rather than online [2, 3]. The benefits of administering 

teaching evaluations in person include ensuring there is 

designated time for students to complete these 

assessments, informing students of the importance of the 

assessments and how they are utilized, reminding 

students about their anonymity, and offering an incentive 

at that time to encourage completing the assessment [1, 4]. 

The result of this practice means faculty can routinely 

expect high response rates and variability of 

responses/feedback [4]. Indeed, prior to the pandemic, 

response rates tended to be higher when teaching 

evaluations were administered in-person compared to 

online [5]. 
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Since many faculty have moved to online teaching due 

to the pandemic, it is of no surprise that obtaining PTEs 

from students has proved challenging, especially in 

asynchronous courses. One reason for this may be survey 

fatigue, a problem that has impacted many [6, 7]. The 

PTEs ask the same series of questions with no specificity 

for each class—something that is undeniably helpful from 

a researcher’s standpoint, so as to compare results across 

classes, but may be problematic for the aforementioned 

reasons, especially if students are taking the same survey 

for upwards of five courses. While many students and 

faculty were pushed to an online learning modality during 

the pandemic, many students have since elected to enroll 

in asynchronous courses, perhaps due to the convenience 

they offer [8] (no in-person meetings), suggesting the 

students taking them require flexibility due to demands 

outside of the classroom (e.g., full time jobs, care taking, 

etc.). This has led to difficulty administering PTEs, 

whereby there is no designated time a faculty member 

can set aside for students to complete the surveys [1, 3, 4]. 

Students engage in asynchronous courses in part by 

reading, rather than sitting in a class and participating. 

Reading and writing tend to take up the same amount of 

time as in-person class attendance in an online 

asynchronous course [9]. In the wake of the pandemic, 

many modes of communication have been pushed 

online—requiring additional reading. The primary way to 

alert and communicate with students enrolled in 

asynchronous courses is via writing, which includes (but 

is not limited to) email, discussion boards, and direct 

messages and posts within the learning management 

system. This means faculty are contending with other 

written announcements from the college/university to get 

students’ attention, especially when messages are sent via 

email. Compounded by compassion fatigue and burnout 

during the pandemic [10], it is perhaps no surprise that 

students may be less likely to complete PTEs or to 

carefully read the same detailed PTE questions for each 

course. Reading or focusing on reading has become more 

challenging for some during the pandemic [11], which 

may be another contributing factor in obtaining reliable 

student feedback on teaching.  

Students during the pandemic have been struggling to 

keep up with coursework [12, 13], remain enrolled in 

school [14], and have dealt with burnout [15] among 

other health/pandemic related issues impacting them/their 

families [16−18]. For these reasons, it is understandable 

202

International Journal of Learning and Teaching, Vol. 9, No. 3, September 2023

doi: 10.18178/ijlt.9.3.202-207



that response rates on PTEs have dropped — students 

have more to concern themselves with than identifying 

ways in which an instructor has been effective in teaching 

a class, especially if there is no incentive for them to 

complete the survey.  

The purpose of this case study was to test a variety of 

research-supported methods on teaching effectiveness 

and learning in online asynchronous courses. Research 

has demonstrated the effectiveness of incentivizing 

students [4], engaging students [19], and using 

appropriate measures with clear questions to assess 

feedback important to the instructor [20, 21]. The aims of 

this study were to 1) increase response rates (thereby 

increasing variability of responses); 2) identify whether 

learning materials aided in student learning and 

achievement of Student Learning Outcomes (SLOs) in 

the course; and 3) determine student learning progress by 

addressing the achievement of SLOs over the course of 

the semester.  

II. METHODS 

A. University Administered PTEs 

Demographics: A subset of the university students 

(103) enrolled in two upper-division courses in the 

Department of Child Development (CDV 423, 63 

(61.17%); CDV 490, 40 (38.84%)) were included in the 

sample. Of these students, 46 (44.66%) completed the 

university-administered Perceived Teaching 

Effectiveness surveys (PTEs) (CDV 423, 32 (50.79%); 

CDV 490, 14 (35%)). Because the responses were 

anonymous, no additional data on the students is 

available. 

Procedure: Perceived Teaching Effectiveness surveys 

(PTEs) were administered by The Office of Faculty 

Affairs and Development at California State University, 

Dominguez Hills to all students enrolled in classes on the 

Monday of Week 13 of a 15-week semester. Students had 

until the Friday of Finals Week (the week following 

Week 15 of classes, 27 days total) to complete PTEs for 

all classes. Instructors were emailed a reminder about the 

surveys 9, 14, 22, and 26 days after the initial email, 

which included the number of students enrolled in each 

section and how many students completed the PTEs in 

the given section. Faculty were encouraged to ask 

students to complete the PTEs and reminded how to 

instruct students to access them. 

Materials: Surveys consisted of eight multiple choice 

questions assessing student perceived teaching 

effectiveness (Table I) and required students to respond 

on a 5-point scale (Strongly Disagree, Disagree, Neutral, 

Agree, Strongly Agree) or to select N/A. Three open 

ended questions followed, including “What has the 

teacher done especially well in the teaching of this 

course?”, “What might be done to improve the 

instructor’s teaching in this course?”, and “Additional 

comments”. Student submissions were anonymous. 

Results were made available to faculty after grades were 

submitted/due to the University (13 days following the 

due date). 

TABLE I. PERCEIVED TEACHING EFFECTIVENESS ITEMS  

No. University-Administered PTE Items 

1 The objectives of the course were clearly stated. 

2 The course content covered the stated objectives. 

3 The instructor presented the course material clearly. 

4 
The class included appropriate student participation and 

discussion. 

5 The instructor was responsive to student’s questions. 

6 The instructor showed enthusiasm for the subject. 

7 
The course assignments and class activities were helpful 

in learning the course content. 

8 The instructor’s teaching was effective. 
 

 

B. Course Administered Surveys 

Demographics: One hundred three students enrolled in 

two upper-division Child Development courses (CDV 

423, 63 (61.17%); CDV 490, 40 (38.84%)) and were 

included in the present study. Eighty-nine (86.41%) 

students completed at least one of the two Course 

Administered Surveys (CDV 423, 57 (90.48%); CDV 490, 

32 (80%)). Survey 1 was completed by 55 (53.40%) 

students (CDV 423, 43 (68.25%); CDV 490, 12 (30%)); 

Survey 2 was completed by 87 (84.47%) students (CDV 

423, 59 (93.65%); CDV 490, 28 (70%)). Forty-five 

(43.69%) students completed both surveys (CDV 423, 37 

(58.73%); CDV 490, 8 (20%)). Because the responses 

were anonymous, no additional data on the students is 

available. 

Procedure: Students in both courses were informed of 

an opportunity to receive extra credit by completing a 

survey via an announcement posted to the online learning 

management system, Blackboard. This announcement 

was posted three days after the end of the first major 

learning module (Week 6) and the last major learning 

module (Week 15). Students were informed that an extra 

credit opportunity was available and that to receive extra 

credit in the course, they needed to complete a survey 

which asked about their learning experience in a given 

learning module. They were informed the survey would 

remain open for one week. Students were sent a reminder 

two days before the close of each survey. The survey 

responses were anonymous and determined unique by 

timestamps and IP addresses. All students received extra 

credit at the end of the semester. 

Materials: Surveys were created using Alchemer. 

Students were prompted with a series of three different 

types of questions. The first series of questions attempted 

to engage students [21] and asked students about their 

experience with a major course assignment. For example, 

students were asked about their experience with the 

amount of time allotted on an exam, whether they found 

their notes helpful, what they studied, and about their 

experience with different types of questions. Students 

provided a response that best aligned with an ordinal 

option. For example, for an open book/note exam, 

students were asked “Did you use your notes?” and 

selected either “No, but I didn’t really take any notes”; 

“No, but I didn’t really need to”; “Yes, for a few 

questions”; or “Yes, I felt like they were really helpful”. 
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The second series of questions asked students to 

indicate how much they felt they learned on a given topic. 

Each of the module topics was listed, and students 

provided a response that best aligned with an ordinal 

option, which included “No, nothing. I knew all about 

this coming into the course”; “No, not really. I learned 

maybe one term”; “Yes, something. I learned a few 

things”; and “Yes, a lot. I feel like I could explain 

something about it to someone”. 

The final series of questions (those of interest for this 

study) were pointed [20] and asked students to reflect on 

the learning material and how it aligned with the course 

SLOs. For example, students were prompted with, 

“Consider what we’ve covered so far and rate the extent 

to which you agree that the learning assignments 

(including readings, Discussion Board posts, quizzes, 

writing assignments) have helped you to do the 

following” and were presented with each of the SLOs that 

were covered in that learning module. Students responded 

on a 5-point Likert scale indicating the strength to which 

they agreed (Strongly Disagree, Disagree, Neutral, Agree, 

Strongly Agree) that the course learning material assisted 

them in achieving the Student Learning Outcomes (SLOs) 

that were addressed in that module (Table II). 

TABLE II.  COURSE SURVEY SLOS  

Course SLO Item 

CDV 423 

1 

Identify, integrate, evaluate, and apply 

developmental concepts and theories, historical 

trends, and current population data pertaining to 

the development of child and family policy. 

2 
Explain age related variations in developmental 
risk and their significance for policy 

development and intervention. 

3 

Compare research methods relevant for the 

process of policy making, policy 

implementation, and program evaluation. 
Explain the significance of evidence-based 

practice for the design and delivery of services. 

CDV 490 

1 
Synthesize information from different sources 

and formulate a critical summary. 

2 
Describe links between theoretical, empirical, 

and practical knowledge. 

3 
Apply theoretical, empirical, and practical 

knowledge to the investigation of a selected 

problem in child development. 

4 

Present scientific and professional ideas clearly 
and effectively through written and oral 

presentation. 
 

Design: To assess the first aim, responses and means 

were compared between surveys. To assess the second 

aim, group means were compared between-subjects. To 

assess the third aim, a within-subjects ANOVA was 

utilized to compare means within each course. 

III. RESULTS

A. Aim 1: Increase Response Rates

Differences were calculated between 1) total Course

Survey responses and PTEs; 2) responses to Course 

Survey 1 and PTEs; and 3) responses to Course Survey 2 

and PTEs (Table III).  

TABLE III.  DIFFERENCE IN RESPONSE RATES BETWEEN COURSE 

SURVEYS AND PTES 

Total  Survey 1 Survey 2 

CDV 423 25 (39.68) 11 (17.46) 27 (42.86) 

CDV 490 18 (45.00) −2 (−0.05) 14 (35.00) 

Total 43 (41.75) 9 (8.74) 41 (39.81) 

Note: Percentages in parentheses. Positive numbers indicate greater 

completion rate of Course Surveys than PTEs. 

These differences demonstrate that there were more 

completed responses overall to the course surveys 

compared to the PTEs (43, 41.75% more; 25 in CDV 423 

(39.68% more); and 18 in CDV 490 (45% more)). Course 

Survey 1 received 9 more responses than the PTEs (an 

8.74% increase); 11 more in CDV 423 (17.46% increase); 

2 fewer in CDV 490 (0.05% decrease). Course Survey 2 

received 41 more responses than the PTEs (a 39.81% 

increase); 27 more in CDV 423 (42.86% increase); and 

14 more in CDV 490 (35% increase). 

B. Aim 2: Addressing SLO Achievement

Students responded to Question 7 on the PTEs and to

each SLO in the course on the Course Survey. To 

compare responses from the PTEs and Course Survey 2, 

the mean was taken for each type of response (positive, 

neutral, negative) across all SLOs queried for a given 

course. Valence of response was calculated by adding 

Strongly Agree and Agree responses (positive) and 

adding Strongly Disagree and Disagree responses 

(negative). Neutral responses had one response value. 

Course Surveys received more positive responses (CDV 

423, 81.2%; CDV 490, 94.64%) than PTEs (CDV 423, 

59.38%; CDV 490, 64.29%). Course Surveys received 

fewer neutral (CDV 423, 18.4%; CDV 490, 3.57%) and 

negative (CDV 423, 0.4%; CDV 490, 1.79%) responses 

than PTEs (Neutral: CDV 423, 25%; CDV 490, 28.57%; 

Negative: CDV 423, 15.63%; CDV 490, 7.14%), 

respectively (Table IV). 

TABLE IV.  RESPONSE RATES BETWEEN PTES AND SURVEYS 

CDV 423 CDV 490 

PTE Survey 2 PTE Survey 2 

Strongly Agree 13 14.2 8 16.25 

Agree 6 26.4 1 10.25 

Positive 
19 

(59.38) 

40.6 

(81.2) 

9 

(64.29) 

26.5 

(94.64) 

Neutral 8  

(25) 

9.2 

(18.4) 

4 

(28.57) 

1  

(3.57) 

Disagree 2 0.2 1 0.5 

Strongly Disagree 3 0 0 0 

Negative 5 

(15.63) 

0.2  

(0.4) 

1 

(7.14) 

0.5  

(1.79) 

Note: Percentages in parentheses. 
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C. Aim 3: Assessing Learning Progress 

Students in CDV 423 indicated how well assignments 

and learning material helped them achieve three SLOs on 

Course Survey 1 and Course Survey 2. To assess the 

learning progress in CDV 423, a 3×2 within-subjects 

ANOVA revealed a main effect of the SLO, such that 

students felt SLO 2 (M = 4.04, SE = 0.09) was better 

achieved than SLO 1 (M = 3.86, SE = 0.10) and SLO 3 

(M = 3.75, SE = 0.08) F(2,70) = 8.45, p = 0.001. A main 

effect of learning across the semester was also revealed, 

such that students found the SLOs were better achieved 

by the end of the semester (Week 15) (M = 4.12,  

SE = 0.11) compared to the middle of the semester (Week 

6) (M = 3.64, SE = 0.09) F(1,35) = 18.14, p < 0.001 (Fig. 

1). There was no interaction between SLOs and the effect 

of learning across the semester (p > 0.05).  

 

 

Figure 1. Effect of learning across the semester in CDV 423.  
Note: *** = p < 0.001. 

Students in CDV 490 indicated how well assignments 

and learning material helped them achieve 4 SLOs on 

Course Survey 1 and Course Survey 2. To assess the 

learning progress in CDV 490, a 4×2 within-subjects 

ANOVA was conducted and revealed a main effect of the 

SLO, such that students felt SLO 1 (M = 4.50, SE = 0.09), 

SLO 2 (M = 4.25, SE = 0.19), and SLO 3 (M = 4.31, SE 

= 0.16) were better achieved than SLO 4 (M = 4.00,  

SE = 0.21) F(3,21) = 6.15, p = 0.004. A main effect of 

learning across the semester was also revealed, such that 

students found the SLOs were better achieved by the end 

of the semester (Week 15) (M = 4.59, SE = 0.18) 

compared to the middle of the semester (Week 6)  

(M = 3.94, SE = 0.17) F(1,7) = 14.91, p = 0.006 (Fig. 2). 

There was no interaction between SLOs and learning 

over the semester (p > 0.05).  

 

 

Figure 2. Effect of learning across the semester in CDV 490.  

Note: ** = p < 0.010. 

IV. DISCUSSION 

The purpose of this case study was to compare 

research-supported methods to the University-prescribed 

survey that solicits student feedback on teaching 

effectiveness online in the wake of the COVID-19 

pandemic. Moving to remote instruction from face-to-

face instruction presented challenges in obtaining student 

feedback on teaching effectiveness, which was of 

particular interest for instructors who had not taught 

online previously. Key concerns included response rates 

(they dropped significantly during the pandemic), 

opportunities for soliciting feedback early in the semester 

to make changes midway through the semester (PTEs are 

sent only at the end of the semester), engaging students 

with course-specific content (PTEs ask standardized 

questions that can be applied to all courses at the 

university), and determining whether student learning 

occurred over the course of the semester (PTEs ask about 

all course SLOs in one question, at the end of the 

semester).  

To address these issues, a Course Survey was sent to 

students twice during the semester. By sending the survey 

to the students midway through the semester and offering 

extra credit in exchange for its completion, students could 

become familiar with taking the survey and were 

incentivized to complete it [1, 3, 4]. Additionally, the 

surveys were “personalized” to the course [20, 21], 

asking students to provide feedback to help improve the 

course. These practices demonstrated that students were 

more inclined to complete the course surveys compared 

to the PTEs. Overall, there were 41.75% more responses 

to the Course Surveys compared to the PTEs (8.74% 

more responses on Survey 1; 39.81% more responses on 

Survey 2). While it is unclear specifically why students 

may have been more inclined to complete the Course 

Surveys compared to the PTEs, it is likely that the two 

methods employed to increase response rates (offering 

extra credit and engaging students with the surveys by 

asking for feedback to improve the course) were effective. 

Students were asked about whether the learning 

materials assisted student learning in the PTEs (one 

question) and the Course Survey (each SLO was queried). 

The Course Survey questions reminded students of the 

type of course material that may have helped them 

achieve a learning outcome, while the PTE did not refer 

to examples of course materials. A comparison was 

drawn between the PTE item that assessed this question, 

and an average of the responses from the equated SLO 

questions in Course Survey 2. This comparison 

demonstrated that in both courses, there were more 

positive responses and fewer neutral and negative 

responses from Course Survey 2 than on the PTEs. It is 

likely that asking students to recall specific types of 

methods that were utilized in addressing the SLOs 

allowed them to remember how the course addressed the 

SLOs and answer accordingly [20]. 

Finally, while the PTEs ask students about their 

perception of teaching in the course, it is not clear 

whether students believe they are learning in the course. 

To address this, the Course Survey asked students to 
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evaluate how well they believed SLOs were achieved at 

two time points during the semester. By comparing the 

responses from the middle to the end of the semester, it 

was clear students believed that in both classes, SLOs 

were more fully achieved by the end of the course. Rather 

than simply asking students a question pertaining to their 

learning once at the end of the semester (which may be 

flawed, as it relies on one-time recall and may be 

reflective of a salient negative/positive experience in the 

course [22]), asking students the same question at two 

different points in the semester allowed for a more 

unbiased examination of student perceived learning, 

which is critical for understanding how an instructor 

should tailor their teaching materials to address SLOs. 

While this study demonstrates important survey 

techniques instructors can utilize for their courses to 

assess student learning, there are some limitations. First, 

this study employed a small sample size as a case study, 

suggesting limited generalizability. Additionally, 

anonymous data was solicited from two courses. While 

using anonymous data may allow students to respond 

freely without fear of retribution from the instructor, data 

with demographic information would be helpful in 

understanding whether student perceptions were 

reflections of students who were doing well or poorly in 

the class. It would also allow for more direct comparisons 

between surveys, rather than comparing group averages. 

Asking students to provide their information may make it 

necessary to survey a larger sample of students 

(considering it may be more challenging to assure 

response rates are high) and to do so across multiple 

courses (to obtain a better reflection of different types of 

students (e.g., first-years, newly transferred, seniors, etc.). 

Additionally, it would be helpful to implement these 

surveys over multiple semesters to examine whether the 

results are reflective of the course as a whole or are 

specific to that semester. Future studies should consider 

longitudinal research of this nature in online courses to 

better assess student learning to assist instructors in 

reflecting on and modifying their course delivery. 

V. CONCLUSION 

The COVID-19 pandemic required many students and 

educators to quickly pivot from face-to-face instruction to 

online instruction. After adapting to this mode of teaching, 

instructors would arguably benefit from receiving student 

feedback to improve their instruction but given the nature 

of the traditional university-administered surveys, may 

not have received sufficient responses or feedback to 

discern whether their teaching was effective. This study 

revealed that by implementing course-specific surveys 

multiple times during the semester (and offering extra 

credit in exchange), online instructors can receive a more 

accurate depiction of their teaching effectiveness and can 

thus better serve their students. Future research in this 

area should consider expanding upon this work by 

requesting student-specific data and examining these 

trends longitudinally to better understand teaching 

effectiveness online. This research demonstrates that by 

implementing empirically supported survey 

administration techniques in online asynchronous courses, 

instructors can expect to receive more and varied 

feedback than they would otherwise receive via 

university-administered surveys, especially when students 

and faculty are taxed due to the pandemic. This feedback 

can help instructors to modify their teaching in course-

specific areas that are perceived to be less effective than 

others, while maintaining areas that are considered 

successful.  
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